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Abstract for demonstration 

Abstract—Automatized systems have become progressively 
widespread on roads, still machines have not yet taken control of 
vehicles from humans. This paper introduces a new low-cost 
modular sensor and data collector system that provides 
information for analyzing human driver behavior in different 
traffic situations while using various user interfaces. 

 
I. INTRODUCTION 

Individual transportation is constantly changing. 
Transformation of automated, semi-autonomous and 
autonomous vehicles plays a big role in this change and as a 
result user interfaces (UI) are also developing. As new safety 
critical active functions or integrated self-driving modes are 
implemented in cars, a special UI design approach is needed to 
keep user experience (UX) sustainable. It has been confirmed 
that at higher SAE levels [1] the number of Non-driving Related 
Tasks (NDRTs) increase, road-based vigilance tasks are 
reduced [2]. The aim of this study is to test whether present 
Human-Machine Interfaces (HMI) are suitable to manage 
proper communication and support the required safety level 
which is promised by Advanced Driver-assistance Systems 
(ADAS). Cognitive infocommunications (CogInfoCom) 
investigates the link between the research areas of 
infocommunications and cognitive sciences, as well as the 
various engineering applications which have emerged as a 
synergic combination of these sciences 3. Therefore the 
elements of the above systems can actually be identified as 
Human Computer Interaction (HCI) and based on this, we can 
examine it as a CogInfoCom System 4. This paper outlines the 
design of a modular, low-cost test system which supports 
psychological, UI development investigation and research. 
Since our study is presented in Demo Paper, the article do not 
include results, as further measurements are necessary.  

II. THEORETICAL BACKGROUND 

We still use automobiles to get from one place to another, but 
the need for our senses, cognitive focus and physical activity to 
drive vehicles is decreasing seemingly and significantly with 
the advent of increasing integration of technologies into these 
vehicles. Drivers have to control the vehicle largely manually, 
and also operate semi-automated or automated and autonomous 
systems, capable of reacting to many traffic situations [5]. 
Present HMIs are built on the foundation of previous 
generations of fully manually driven cars. Automation is still 

only on SAE level 2 for the masses, which means that vehicles 
available for consumers are equipped with ADAS. In spite of 
this, most vehicles have fundamentally unchanged UI concepts, 
focusing on safety and ergonomics. UX is evolving through the 
introduction of touch screens, haptic feedback, voice 
recognition and motion sensing [6]. Hence, multiple 
controllable functions and system elements have added a larger 
demand for competence and attention – cognitive workload – 
for driving [7]. To evaluate HMI, we have to consider three 
factors: 1. Attributes of Human-Machine Cooperation; 2. 
Human trust in Automatic Machines; 3. Human need for 
transparency of system operation. 

A. Attributes of Human-Machine Cooperation 

HMI is the tool for the cooperation of humans and machines. 
Human Machine Cooperation (HMC) research is described in 
various ways and points of view. On the one hand, CogInfoCom 
deals with combinations of artificial and natural cognitive 
systems. It aims to find and investigate new blended 
combinations of artificial and natural cognitive capabilities 
instead of focusing on the interaction between the artificial and 
natural cognitive capabilities. On the other hand, it describes 
several other disciplines: some focus on psychological 
mechanisms with cooperative activities, others try to determine 
tools and human-computer interfaces which support these 
cooperative activities [8]. ,,Cooperation” in this sense stands for 
a situation where a human and a computer – operator and 
machine – work on the same task and perform actions together, 
which need to exchange information. As we consider the 
specific HMI subarea we have studied as a part of CogInfoCom, 
we used cognitive methods for examination. From this 
perspective, the focus of our analysis is actually on the 
intercognitive communication: the information transfer 
between a human and an artificial cognitive system. 

B. Human Trust in Automated Machines 

A multi-layered conceptual model was constructed for 
examining trust and reliance [9]. Complexity of trust was 
simplified to three layers: dispositional trust, situational trust, 
and learned trust. The different factors in each layer affect e.g. 
the operator’s perceptions, the situation or trusting tendencies 
of the system. Providing appropriate and permanent feedback 
about automated system reliability and performance to users 
generate higher levels of trust. As interpersonal relationships are 
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based on reliability, dependability and faith, trust in automation 
is a specific form of interpersonal trust which follows the same 
stages, but in an opposite way [10]. 

C. Human need for transparency in system operation 

Humans combine several heuristics and even think in meta-
heuristic procedures in order to make right decisions 11. This 
process is even more complex if an HCI also. The intentional 
model of Lyons [12] presents that it is important for the user to 
identify the main functions of an autonomous system in order to 
fully understand its purpose. Based on a Cognitive Work 
Analysis model the driver should know the maximum level of a 
vehicle’s autonomy, what the autonomous system can perform, 
and how prioritization is managed [8]. In autonomous mode, the 
driver must be informed of what the system does, when and how 
he/she can interrupt a task. The driver should clearly see 
decision making processes and know vehicle sensor boundaries. 
The driver must be able to know the current mode of automation 
and be able to switch between modes. 

III. PROPOSED MODEL FOR EVALUATING HMI 

The design concept of the test system is to integrate a modular 
sensor and a data collection system which is able to provide 
information to analyze human driver behavior in different 
traffic situations while using diverse UI/UXs. Our research 
focuses on HMC, trust, and transparency on different levels of 
automation. The measuring system examines the driver in 
specific traffic situations and scenarios according to the 
following aspects: Investigation of driver behavior under ADAS 
operation (SAE level 0-3); Investigation of driver behavior in 
an autonomous vehicle (SAE level 4-5); In Vehicle Information 
System cognitive load test; Investigation of driver behavior and 
reaction under the influence of NDRTs; Investigation of 
vehicle-to-human interaction as a function of UI/UX design. 
The measurement system collects three main data groups: 
physiological data, vehicle data and stimulus generated by HMI. 
As a new approach, the data listed above are collected in a ROS-
based system. ROS is an open source, flexible and scalable 
(modular) framework that enables the interconnection and 
communication of heterogeneous hardware elements. The 
operation of the hardware components organized in the network 
are independent of each other, but the information is exchanged 
in the form of ROS bag. The ROS Central Data Acquisition Unit 
(ROS Master) can provide processing solutions for incoming 
data packets (such as image processing). Using a similar 
concept, an ROS-based measurement system was used during 
human-robot interaction studies [13]. All physiological sensors 
are made system compatible by using appropriate drivers and 
transmitting bags to the ROS Master. Vehicle data is obtained 
from ROS-compatible system components of an experimental 
vehicle (in real world or simulated environment) [14]. Active 
stimulus implementation requires the design and programming 
of Graphical User Interfaces (GUIs) when using multi-purpose 
touch sensitive displays. In order to simulate physical buttons 
or knobs multifunctional and programmable demonstration 
panel(s) can be used. Auditory signals, distracting or 
entertaining acoustic effects and intervention of voice-based 
communication systems are also a part of the multimodal 
stimuli unit. For data collection, Nvidia Jetson development 
hardware is used. The synchronization of recorded data set is 
solved with timestamped data packets suitable for subsequent 

playback and evaluation. Several researchers pointed out how 
unbiased approaches of true human cognition can improve HCI 
design 4. This merging and extension of cognitive capabilities 
are targeted towards engineering applications in which artificial 
and/or natural cognitive systems are enabled to work together 
more effectively 15. One of CogInfoCom's goals is to focus 
on engineering applications in which artificial and/or natural 
cognitive systems can interact more effectively. Accepting this 
view, we argue, that better understanding of human behavior 
leads to the design of better machines. We hope that our 
measurement results will contribute to this process. 
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